
O(𝐷𝐿 +𝐿𝐷𝑀𝐻)
*For sparse multi-field categorical data (where 𝐷 ≪ 𝐷)

O(𝐷𝐿 + 𝐿𝐷𝑀𝐻) ≈ O(𝐿𝐷𝑀𝐻)

CCE loss ℓ(x𝑛, y𝑛) for the 𝑛-th data point:

● Generalization of FM models to XMLC problems (MLFM)
● A lightweight formulation of MLFM (asymptotically linear time)
● Extensive experiments 

○ Comparison to several OVA and XMLC baselines 
○ Evaluation on both benchmark and proprietary datasets
○ Demonstration of computational efficiency

● Application to ad targeting involving a large number of segments

● Handling Large number of labels (segments)
● Prediction latency / SLA requirements
● (Near) Real-Time prediction
● Handling relationship among features/labels
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Given: A dataset containing (x,y) pairs, where x has with D features and 𝐷 fields (depending on the application) such that only one feature value 𝑥𝑖 can be active per field 𝐹(𝑖) 
and a feature 𝑓𝑖 belongs to one and only one field 𝐹(𝑖). y  ∈ {0, 1}𝐿 denotes the labels; multiple labels can be active for x.

Objective
Learn a function 𝜙 : R𝐷 → R𝐿 that maps an example x to a probability vector [𝑃 (𝑦1|x), . . . , 𝑃 (𝑦𝐿|x)].

Assigning users to a large number of targeting segments

An extreme multi-label classification (XMLC) problem

MLFM – Original formulation

Multi-Label Factorization Machine (MLFM)

MLFM – Alternative (lightweight) formulation

Related Approaches Parameter Learning

where 𝑝 = 𝑃 (y|x) = 1/(1 + 𝑒 −𝜙 (x) ).

The optimal parameters w0, w
l
i, r

l
F(i)F(j), vi are obtained 

by minimizing Σ ℓ(x𝑛, y𝑛).

M: feature embedding dimension and H: field embedding dimension

Challenges Contributions

Problem Formulation

Experiments

Inference Time Complexity


