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Abstract

The advancement in Artificial Intelligence and Robotics opens new areas of research into the
Pattern Recognition and Computer Vision fields. Image stitching is a task in computer vision
whose goal is to create natural-looking mosaics with high resolution and completed view, free
of noise that occurs due to camera motion, illumination changes, etc., while being insensitive
to the ordering of the input images. This paper introduces an algorithm for automatic image
stitching. The automation refers to the determination of the stitching order. Additionally,
OpenCV’s seamless stitching method is compared with our newly proposed method for panog-
raphy stitching, while the automatic arrangement is applied in both cases.
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1 Introduction

As Artificial Intelligence spreads in the everyday life, with robotics, pattern recognition, computer
vision there is the need for spreading and evolving the techniques and domains of action. For many
years the processing of cosmic images has been very difficult, first because of the way how they
will be taken, and later, how they will be processed and interpreted. With the advancement of
robotics, we have the tricopters, quadcopters, skywalkers, and many other devices that can observe
and record the earth from different aerial perspective, this is not an issue. But another problem
arises: these images are not taken in a sequence, there are shifts in different directions, changes
in illumination. This problem is in the area of computer vision, where as an input are given the
images and the task is to fuse them into a mosaic. There are many different techniques to solve
this task and they differ in the success depending the descent of the images. In this paper we
compare two different techniques towards solving this problem: seamless (smooth) stitching and
panography (mosaic) stitching. Seamless stitching is a technique which is used to combine a set
of partial images which have overlapping regions, in order to produce high-dimensional composite
image. On the other hand we have implemented the panography, or mosaic stitching, which is a
combination of overlapping images with same or different images, angles with goal to create joint
panoramic view of the whole scene.
This paper is organized as follows. Section 3 introduces the concepts that we use to perform the
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images stitching, the process, and describes the techniques used. Section 4 describes the results,
and finally in Section 6 are given the Conclusions and ideas for Future Work.

2 Definitions of Used Concepts

In the following section we define the main concepts, which take part in the proposed method, more
formally. These concepts include modifications of well-known methods and refer to operations over
a set of input images M = {M1,M2, . . . ,Mn}. Each input image in M is represented as a matrix
Mi = [mirc ]ri×ci where r = 1, . . . , ri and c = 1, . . . , ci for all i = 1, . . . , n. The dimensions of these
images may not be equal.

2.1 Measuring the similarity between images using the KNN classification method

For determining similarity between the images in M , the K-nearest-neighbour (KNN) classification
method is used [9]. This well-known method can be based on different similarity measures. In our
case, the function for measuring the similarity between two images Mi,Mj ∈ M is denoted by
d(Mi,Mj), where i, j = 1, . . . , n and i 6= j.
With the 1-nearest neighbour rule, i.e. for K = 1, then an image Mi is the most similar one to a
given image Mk if

d(Mi,Mk) = minj{d(Mj ,Mk)} (1)

where i 6= k, j 6= k and i, j, k = 1, . . . , n.
In addition, two different similarity measures are presented.

2.1.1 Histogram comparison

The first similarity measure is based on histogram comparison. In order to explain the idea behind
this measure, we first need to give a definition of an image histogram.
Definition: An image histogram is a histogram that signifies the tonal distribution of an im-
age. The image histogram of each image Mi (i = 1, . . . , n) is represented as a matrix Hi =
[hib1b2 ]hbins×sbins , where b1 = 1, . . . , hbins and b2 = 1, . . . , sbins.

From now on, when the term ”histogram” is mentioned, it is taken for granted that it refers to
an image histogram. Also for this metric, the number of bins for hue hbins and the number of bins
for saturation sbins are fixed i.e. hbins = 50, sbins = 60.

This measure can be expressed as a function of two parameters Mi and Mj (i, j = 1, . . . , n)
which returns a numerical parameter that signifies how well Hi and Hj match with each other,
where Hi and Hj are the histograms of Mi and Mj respectively. But to compare these two
histograms we can choose from 4 different ways to express how well both histograms match. That
way, 4 different variants of this similarity measure are defined.

1. Correlation

d(Mi,Mj) = −
∑hbins

b1=1

∑sbins
b2=1(hib1b2 −Hi)(hjb1b2 −Hj)√∑hbins

b1=1

∑sbins
b2=1(hib1b2 −Hi)

2∑hbins
b1=1

∑sbins
b2=1(hjb1b2 −Hj)

2
(2)

where Hi = 1
hbins+sbins

∑hbins
b1=1

∑sbins
b2=1 hib1b2 and Hj = 1

hbins+sbins

∑hbins
b1=1

∑sbins
b2=1 hjb1b2
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2. Chi-Square

d(Mi,Mj) =

hbins∑
b1=1

sbins∑
b2=1

(hib1b2 − hjb1b2 )2

hib1b2
(3)

3. Intersection

d(Mi,Mj) = −
hbins∑
b1=1

sbins∑
b2=1

min{hib1b2 , hjb1b2} (4)

4. Bhattacharyya distance

d(Mi,Mj) =

√√√√√1− 1√
Hi Hj

hbins∑
b1=1

sbins∑
b2=1

√
hib1b2hjb1b2 (5)

The metrics (2) and (4) can be found in [10] while (3) and (5) are presented in [11] and [2]
respectively. The open source library of programming functions for computer vision also knows as
OpenCV offers an adequate implementation of these measures [7].

2.1.2 The number of ”good” matches

The second similarity measure includes the concept of feature detection and feature extraction
using two of the well-knows algorithms for these purposes SIFT [5] and SURF [1]. But in order
to give a clear explanation of this measure, we need to define the term keypoint. In our case, a
keypoint which was extracted from an image M refers to the vector k = [x y s α]T , where x and
y are the coordinates of the keypoint, s is the diameter of the useful keypoint adjacent area and
α is the angle of the keypoint i.e. the computed orientation of the keypoint (-1 if not applicable).
Let pi = [ki1 ki2 . . . ki||pi|| ]

T and pj = [kj1 kj2 . . . kj||pj || ]
T are the vectors which contain the

extracted keypoints from the images Mi and Mj respectively. The function dist(kik ,kjl) gives the
distance between the matched keypoints kik and kjl i.e.

dist(kik ,kjl) =

{
v, if kik and kjl are matched keypoints

−1, otherwise
, v ∈ N0

+ (6)

, where (k = 1, . . . , ||pi|| and l = 1, . . . , ||pj ||).
Now, let distmin be the minimum distance between all matched points. This means that distmin ≤
dist(kik ,kjl) for all k = 1, . . . , ||pi|| and l = 1, . . . , ||pj ||. If Gij represents the set which contains
only the ”good” matches which refer to the matches whose distance is less than 2distmin or a small
arbitrary value in the event that the minimum distance is very small, then the mentioned similarity
measure can be expressed through the cardinality of this set i.e.

d(Mi,Mj) = −|Gij | (7)

where i, j = 1, . . . , n and i 6= j.
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3 Proposed Method

In this section we review the two techniques for stitching images: the seamless and the panography
stitching.

3.1 Seamless stitching

The seamless or sometimes called smooth stitching is a type of stitching technique which is used
to combine a set of partial images, having some overlapping regions, in order to produce high-
dimensional composite image. We cannot assume that these images are created under the same
illumination conditions. The difference in the intensity between the parts of a panoramic image,
lens distortion or motion in the scene can lead to the appearance of false edges and seam between
the images which is considered to be the main issue in the stitching process. In our case, an already
developed method for seamless stitching is used. It is based on a stitching pipeline proposed in [3],
while then whole implementation can be found in the ”High Level Functionality” module of the
OpenCV documentation [8].

Figure 1: Stitching pipeline [6]

3.2 Panography

Panography as a special form of image stitching combines and assembles overlapping images with
same of even different dimensions, thus creating a joint panoramic view of the whole scene known
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as panograph. In essence, the images that are used for producing the panograph are translated,
optionally rotated and scaled before being blended [10].

Let P = [prc]d1×d2 be a panograph used to assemble the input images Mi (i = 1, . . . , n). At each
time step t (t = 0, . . . , n−1), one of these images joins the panograph. The panograph constructed
after t time steps is denoted by P(t) = [p(t)rc]d1×d2 . At the beginning (when t = 0), the panograph
is equal to the first image in the set of input images i.e.

P(0) = M1 (8)

Now, for each time step t = 1, . . . , n− 1 the following phases need to be passed:

3.2.1 Rotation of the current image

Let kP (t−1)
best

= [xP (t−1)
best

yP (t−1)
best

sP (t−1)
best

αP (t−1)
best

]T and kMt+1best
= [xMt+1best

yMt+1best
sMt+1best

αMt+1best
]T are the keypoints extracted from P(t−1) and Mt+1 respectively which

correspond to the best match (the match with minimum distance between its keypoints) in the set
Gij explained in 2.1.2. Then,

Mt+1
′

= Rt+1,α
P (t−1)

best
−αMt+1best

Mt+1 (9)

where Rt+1,α
P (t−1)

best
−αMt+1best

is the rotation matrix used for rotating the image Mt+1 through an

angle αP (t−1)
best
− αMt+1best

.

3.2.2 Adding transparent padding around the panograph proportionally

P(t−1)
′

=
[[

0d1×δ | P(t−1)
]
| 0d1×δ

]
P(t−1)

′′
=
[[

0(d2+2δ)×δ | (P(t−1)
′
)T
]
| 0(d2+2δ)×δ

]T (10)

where δ =
√

(rt+1
′)2 + (ct+1

′)2 is the offset used to create the transparent space around the pano-
graph.

3.2.3 Stitching the current image to the panograph and removing the transparent
space afterwards

Let xt−1start = δ+xP (t−1)
best
−xMt+1best

and yt−1start = δ+yP (t−1)
best
−yMt+1best

are the coordinates

of the starting point in the panograph P(t−1)
′′

from where Mt+1
′

is about to be stitched. Then

p(t−1)
rc

′′′
can be expressed as a function of t i.e.

p(t−1)
rc

′′′
= s(t) (11)

where

s(t) =


mt+1(r−δ−yt−1start

)

′
, if yt−1start ≤ r ≤ yt−1start + rt+1 ∧ xt−1start ≤ c ≤ xt−1start + ct+1

∧ mt+1(r−δ−yt−1start
)

′
is not in one of the black borders caused by

the rotation of Mt+1

p(t−1)
rc

′′
, otherwise

(12)
for all r = 1, . . . , d1 + 2δ and c = 1, . . . , d2 + 2δ.
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3.2.4 Completing the panograph in the t-th time step

After the stitching phase, lets denote the row number of the first non-transparent pixel, which can

be seen if we look at the panograph P(t−1)
′′′

from the bottom up, by rlower and the row number of
the first non-transparent pixel, which can be seen if we look at the same panograph from its top
to its lowest point, by rupper. For the column numbers of the first non-transparent pixel on the left
and the one on the right we use the notations cleft and cright respectively. Then, the panograph in

the t-th time step P(t) is completed with the following

p(t)rc = p(t−1)
rupper+r−1,cleft+c−1

′′′
(13)

for all r = 1, . . . , rlower − rupper + 1 and c = 1, . . . , cright − cleft + 1.

3.3 Automated general image stitching algorithm

The urge motivation for automatizing the whole stitching process is the work on fully automated
panoramic image stitching, presented in [3]. Thus, the general method for image stitching that we
propose is based on an automated general image stitching algorithm. This algorithm consolidates
the concepts of similarity measurement between images and seamless or mosaic stitching.

For a given set of input images, the algorithm uses an iterative technique for stitching images,
thus resulting with a final assemble which contains every input image, whether it was transformed
or it retained its original form. Each iteration consists of four simple steps:

• Find an image, from the set of unprocessed images (a set of images that have not been stitched
yet), which is most similar to the currently constructed composite image or panograph.

• Stitch the chosen image to the composite image (if 3.1 is used as a stitching technique) or
panograph (if 3.2 is used as a stitching technique).

• Remove the chosen image from the set of unprocessed images.

• Check if the the termination criterion is satisfied i.e. check if the set of unprocessed images
is empty.

Our implementation of the AGIS algorithm can be found in the repository [4]. According to
this implementation, the algorithm can be used in three different modes: STANDARD, FAST and
COMPROMISED.
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Algorithm 1 A pseudocode for the algorithm which was briefly described in this subsection

1: procedure AGIS –Algorithm
2: Input: M = {M1,M2, . . . ,Mn} . set of input images
3: t← 0 . initialize the time step
4: randV alue← rand() . generate a random number
5: P(t) ←MrandV alue . randomly initialize the composite image or panograph
6: U ← {MrandV alue} . initialize the set of unprocessed images
7: while |U | > 0 do . while the set of unprocessed images is not empty, keep stitching
8: . each of these images to the composite image or panograph
9: minDist←∞

10: indexOfMostSimilarImage← −1
11: for i← 1 to n do
12: if Mi ∈ U then
13: if d(P(t−1),Mi) < minDist then
14: minDist← d(P(t−1),Mi)
15: indexOfMostSimilarImage← i
16: end if
17: end if
18: end for
19: P(t) ← stitch(P(t),MindexOfMostSimilarImage)
20: U ← U − {MindexOfMostSimilarImage}
21: t← t+ 1
22: end while
23: Return P(t) . return the finalized composite image or panograph
24: end procedure

4 Results and Discussions

In this section we give a brief summary of the results from few examples of image stitching. Each
example includes images that are taken in various situations and from different angles. Some of
the images that refer to a same example, may even have different dimensions.

Example 1:

Figure 2: The input images used in Example 1
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Figure 3: A composite image which is created by using the COMPROMISED stitching mode for
seamless stitching of the input images, while using SIFT as main feature detector and extractor in
the stitching process.

Figure 4: A panograph which is created by using the STANDARD stitching mode for panography
or mosaic stitching of the input images. In this case, SIFT is used again for feature detection and
feature extraction in the stitching process.
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Determination of the stitching order in 3

Index of corresponding image Number of ”good” matches
0 /
1 16
2 11
3 2
4 2

Determination of the stitching order in 4

Index of corresponding image Number of ”good” matches
0 /
1 19
2 14
3 9
4 3

Example 2:

Figure 5: The input images used in Example 2

Figure 6: stitching type: seamless stitching; stitching mode: STANDARD; main feature detector
and extractor: SIFT;
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Figure 7: stitching type: panography or mosaic stitching; stitching mode: STANDARD; main
feature detector and extractor: SIFT;

Determination of the stitching order in 6

Index of corresponding image Number of ”good” matches
2 /
1 7
3 16
0 11
4 10

Determination of the stitching order in 7

Index of corresponding image Number of ”good” matches
0 /
4 16
3 10
1 6
2 8

Example 3:

Determination of the stitching order in 9

Index of corresponding image Number of ”good” matches
4 /
1 13
2 8
0 4
5 4
6 4
7 5
3 0
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Figure 8: The input images used in Example 3

Figure 9: stitching type: seamless stitching; stitching mode: STANDARD; main feature detector
and extractor: SIFT;
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Figure 10: stitching type: panography or mosaic stitching; stitching mode: STANDARD; main
feature detector and extractor: SIFT;

Determination of the stitching order in 10

Index of corresponding image Number of ”good” matches
0 /
1 37
2 39
5 10
6 14
7 4
4 3
3 14

According to the experimental results, the arrangement of images showed as accurate in most
cases. Additionally, the usage of our newly proposed method for image panography resulted in
the creation images which were more completed that the ones generated by OpenCV’s seamless
stitching method.

5 Conclusions and Future Work

The significance and importance of this field is that is applied to many different problems and
serves as a very strong tool for visualization. It is applied on many different problems, such as:
fusion of cosmic, mountain, pole, different region images and many others.

As a future work, we plan on trying different combinations and techniques in order to improve
the automation process and obtain better and faster image stitching.
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